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Answers to End-of-Chapter Exercises
Appendix J in the book includes answers to selected exercises; the answers to the remaining exercises are included herein.
Chapter 2:
3. No. The APGAR score is the sum of 5 ordinal ratings involving 5 dimensions (Appearance, Pulse, Grimace, Activity, Respiration), each rated on a three-point scale involving clinical judgment: 0, 1 ,2.  Thus, distances between APGAR scores are not defined and it is not legitimate to divide scores.

4. Examples: (1) ‘normal’ blood pressure for adults: less than 120 (systolic BP) and less than 80 (diastolic BP); (2) Hemoglobin A1c to test for presence of diabetes:

5. 5. Ranking levels of measurement:
	Nominal/categorical
	(1) Non-overlapping categories
     (assignment of numbers to categories is arbitrary); 

	Ordinal
	(1) Non-overlapping categories; 
(2) numerical ranking of categories from lowest to highest or vice versa

	Interval
	(1) Non-overlapping categories; 
(2) numerical ranking of categories from lowest to highest or vice versa
(3) numerical differences in assigned numbers represent distances in  
      measurement units 

	Ratio
	(1) Non-overlapping categories; 
(2) numerical ranking of categories from lowest to highest or vice versa
(3) numerical differences in assigned numbers represent distances in  
      measurement units;
(4) zero represents the complete absence of a measured trait (allows
      for comparisons in terms of relative strength of trait



Chapter 3:
3. The standard deviation (STD) takes all individual measures into account, while the inter-quartile range (IQR) is based only the ‘middle’ fifty percent of a distribution around the median. If the STD > IQR, the distribution tends to be flat with many extreme values.

4. (a) No.  Since the ages ‘range’ from 20-60, there are individual differences in age; hence the STD cannot be equal to zero.
(b) No. In this example the distance between the mean and the most extreme values is ± 20; thus, if we assume that all values in the sample occupy the most extreme cases, i.e., 4 patients are 20 years old and 4 patients are 60 years old, then, using the formula on p. 23, we get a standard deviation of 21.38.



Chapter 4:
 
2. If 15% of the US adult population consists of heavy drinkers and 10% of these individuals develop liver cirrhosis over a lifetime, then heavy drinkers who end up with liver cirrhosis amount to 1.5% of the adult population: 0.15 x 0.10 = 0.015. If 85% of the US adult population comprises moderate drinkers or abstainers and 1% of these individuals develop liver cirrhosis over a lifetime, then moderate drinkers and abstainers, who end up with liver cirrhosis, amount to 0.85% of the adult population: 0.85 x 0.01 = 0.0085. Thus the total percentage of U.S. adult, who eventually develop liver cirrhosis is 1.5% + 0.85% = 2.35%.

3. The key word in this problem is that the three persons throw the die independently, that is to say, the probability of a particular outcome in one throw is not affected by the probability of an outcome in another throw. Thus, the multiplication rule applies: 
(a) Because the probability/chance of obtaining a 5 in a single throw is 1/6, three persons obtaining a 5 is: p = (1/6)3 = 0.0046;
(b) Since the probability of not obtaining a 5 in a single throw is 1-(1/6) or (6/6)-(1/6) = (5/6), the probability of obtaining two 5’s and one number other than a 5 is (1/6)2*(5/6). However, there are three different sequences, in which three persons can obtain two 5’s and one number other than a five: 5, 5, other; 5, other, 5; other, 5, 5), so the overall probability is p = 3*(1/6)2*(5/6) = 0.069;
(c) Again, there are three sequences of obtaining one 5 and two numbers other than a five:  
5, other, other; other, 5, other; other, other, 5); thus we get the overall probability of
p = 3*(1/6)*(5/6)2 = 0.347;
(d) If all three persons obtain a number other than 5, the sequence does not matter; thus, we have: p = (5/6)3 = 0.579;
(e) Here again, there are three sequences of obtaining two fives and one six: 5, 5, 6; 5, 6, 5; 6, 5, 5; thus we have: p = 3*(1/6)3 = 0.01389.

5. From the given information, we cannot calculate the overall probability of hypertension in the population, because we do not know the probabilities/proportions of underweight, normal weight, overweight, or obese in the population. But we can see that increasing BMI = increased chance of being hypertensive. (Contrast this problem to problem 2 above, where the population heavy drinkers and others are given.)

7. (a) p(A and B) = p(A)*p(B/A) = 0.02*0.8 = 0.016 or 1.6%;
(b) p(B) – p(A and B) = 0.2 – 0.016 = 0.184or 18.4%;
(c) p (A or B) = p(A) + p(B) – p(A and B) = 0.02 + 0.2 – 0.016 = 0.204 or 20.4%;
(d) p(not A and not B) = 1 - p(A) - p(B) + p(A)*p(B/A) = 1 - 0.02 - 0.2  + 0.016= 0.796;
This last result can also be arrived at in a different way:
We know from 7a that the joint probability of having a stroke and ending up in the hospital is 0.016; we also know that the probability of having a stroke, but not ending up in a hospital is p(A) – p(A)*p(B/A) = 0.02 – 0.016 = 0.004; in addition, the probability of being in the hospital, but not having a stroke is p(B) - p(A)*p(B/A) = 0.2 – 0.016 = 0.184. Thus, subtracting these probabilities from 1 gives us the probability of neither having a stroke nor ending up in a hospital: 1 – 0.016 – 0.184 – 0.004 = 0.796.

Chapter 5:
 
1. Definitions:
The ‘distribution of sample data’ refers to the ‘distribution of individual values within a study sample.’
The ‘distribution of population data’ refers to the ‘distribution of individual values within a target population.’
The ‘sampling distribution’ refers to the ‘distribution of particular sample statistics computed from samples data obtained from the same target population’. Example: if we draw 100 random samples from the same target population and compute the mean of a particular variable for each sample, then we obtain a sampling distribution of the mean.

2. A standard deviation is a measure of the average deviation of values around their mean, the standard error is a measure of the average sampling fluctuation of sample statistics around the true population statistic.

3. (b) 
	Frequency Distribution of Mean Difference in DBP Between All Possible Groups of 3 out of 6 
Individuals B-G  in Table 5.1 (p. 40)

	Mean Difference
	-4.00
	-2.66
	-1.34
	-2.00
	-0.66
	0.00
	0.66
	1.34
	2.00
	2.66
	4.00

	Frequency
	1
	1
	2
	3
	2
	2
	2
	3
	2
	1
	1



	(c) 1.98
(d) Yes. As the table in 3.(b) shows, a mean difference of 4.00 occurs by chance only among 20 possible mean differences; thus p=0.05.

4. (a) The table in Appendix B shows the area under the normal curve to the left of the z-value. A z-value of 0.67 divides the area under the curve into 0.7486 for the lower portion and 0.2514 (=1-0.7486) for the upper portion. Since the normal curve is symmetric, the portion below z =     -0.67 is 0.2514. Thus, the middle section equals 0.7486 – 0.2514 = 0.4972. Thus, the area between z = -0.67 and z = +0.67 equals 0.4972 or 49.72%.
(b) The area for z ≥ 1.04: 1 – 0.8508 = 0.1492.
(c) The areas for z ≤ -2.33: 1 – 0.9901 = 0.0099 and z ≥ +2.33: 1 – 0.9901 =  0.0099; thus, the total area equals 0.0099 x 2 = 0.0198 or 1.98%.
(d) The area for z ≤ -1.65 equals 1 – 0.9505 = 0.0495 or 4.95%.

6. The Type I error remains the same. For a one-sided test of the null-hypothesis (= true mean difference assumed to be equal), an observed sample value of < - 1.96 standard errors for the mean difference falls into the rejection region for α = 0.025 (=Type I error). If the true mean difference equals -3.92, which is 1.96 standard errors below the decision criterion of – 1.96        (-3.92 – (-1.96) = 1.96), then the probability of observing a value  larger than -1.96 equals 0.025, which is the probability of β or the Type II error. 

7. If the p-value is larger than the preset significance level, the test is considered “not significant”.

8. This question cannot be answered as a matter of general principle. The importance accorded to Type I and Type II errors in a specific research problem varies, depending on whether, in the context of the research problem, committing a Type I or Type II error is considered to be the greater or smaller adverse consequence.

Chapter 6:
2. Given that we assume that large random samples were drawn from larger target populations, we can assume that the sampling distribution of the mean differences follows the normal distribution; thus,  z =   = 2, which is > 1.96, the critical z-value for α = 0.05.

3. (a) 95% CI: 148 ± 1.96 x 1.25 = 148 ± 2.45 => 145.55 < μ < 150.45;
(b) 99% CI: 148 ± 2.58 x 1.25 = 148 ± 3.23 => 144.77 < μ < 151.23.

5. Mere random assignment is unlikely to have produced the observed difference between the intervention and control groups. 

Chapter 7:
2. (a) No. Users, who responded to the online survey may be a small, unrepresentative sample of all users of the supplement.
(b) Persons, who took the supplement, are a self-selected sample inclined to believe in the effectiveness of the supplement (placebo effect). In addition, without a control group, it is not clear, whether the ADH disorder would not have improved, even on a placebo.

3. A list of all possible alternative hypotheses is only limited by the imagination of the researcher. The two most important ones are: (1) over-time changes in the patient populations of the hospitals compared; (2) changes in unmeasured co-morbidities and other confounders; (3) changes in the effectiveness of medications taken during the course of hospitalization and thereafter.
4. In principle, there is an infinite variety of measurement errors. Some include: different locations to which the pressure cuff is applied (left vs, right arms, etc.), variation in pressure to which cuff is inflated, variations in room temperature, hearing ability of the person measuring BP, etc.
Chapter 8:
3. (d) is the correct answer.


[bookmark: _GoBack]Chapter 9:
2. Since BGSS = 120 and TSS = 520, WGSS = 520 -120 = 300. The numerator degrees of freedom fo the f-ratio is k-1 = 4-1 = 3, the denominator degrees of freedom are n-k = 204 – 4 = 200. thus, the f-ratio equals: f = (120/3)(/(300/200) = 40/1.5 = 26.67.

4. (a) Numerator df: k-1 = 2, denominator df: 36-3 =33. According to the table of critical f-values at a significance level of α = 0.05 (see Appendix E), the f-value for df1=2 and df2=30 equals 3.316, while the f-value for df1=2 and df2=40 = 3.232. Thus the f-value for df1=2 and df2=33 must be smaller than 3.316 and larger than 3.232. The observed f-value of 7.65 far exceeds this critical value and it follows that p<0.05.
Chapter 10:
3. No.  A negative correlation implies that lower than average values on one variable (X) tend to be associated with higher than average values on the other variable (Y).

5. The relevant null-hypotheses are: (1) the regression coefficient b1= 0 in the population from which the sample was drawn, this implies that as X changes, Y does not change with it; (2) the intercept b0 = 0, which implies that Y = 0, if X = 0.

6. If RSS = 80 and ESS = 420, the TSS = 500. Thus the explained variation in the dependent variable must be R2 = 80/500 = 0.16. The correlation coefficient r =  = 0.4.

7. (b) is the correct answer: we observe a weak linear correlation in the sample, but the p-value tells us that w cannot reject the null-hypothesis of no linear correlation. 

Chapter 11:
1. (a) Among the 46 subjects who participated in the exercise intervention group, then mean BMI after 6 months is 21.6 compared to the control group mean of 25.6. The F-probability associated with the main effects test for exercise is p<0.0001; thus, we conclude, this difference is not a chance event.
(b) The mean BMI for the nutrition intervention group is 21.9 vs. 25.3 in the control group; the associated F-test shows p<0.0005; thus, we conclude there is a statistically significant effect, i.e., the difference is not a chance event or due to random assignment.
(c) The pattern of sample means seems to suggest an interaction: 19.05 - 24.14= - 5.09 vs. 24.74 – 26.46 = -1.72, but the interaction term is not significant (p≥0.0723). There is insufficient evidence to assume a synergistic interaction effect.
(d) the df for the interaction equals the product of the dfs for the two factors involved. Since both the exercise and nutrition intervention employ one intervention and one control group, we have: (2-1)x(2-1) = 1.
(e) The model SS captures all between-group differences. The study design resulted in 4 defined groups and tested for 3 effects: 2 main effects and one interaction effect. The model SS represents the sum of all between-group SS associated with the tested effects.
(f) The relevant F-test compares the mean squares, i.e., variance, associated with the nutrition effect to the error/residual mean squares/variance: 266.538/19.707 = 13.53.
(g) (ExGroup-SS + NutGroup SS)/Total SS = (366.433 + 266.538)/2434.404 = 0.26 or 26%.
(h) Since the study design is orthogonal (the two interventions are uncorrelated), we can compare the respective SSs: 368.433>266.538, which means that the exercise intervention seems to have a greater effect on BMI reduction than the nutrition intervention.

2. (a)
	Model Df 
	(kex–1)+(kdrug–1)+(kex–1)+(kdrug–1) = 2 + 3 + 6 = 11

	Df associated with main exercise effect: 
	(kex–1) = 2

	Df associated with main drug effect:
	(kdrug–1) = 3

	Df associated with interaction effect: 
	(kex–1)(kdrug–1) = 2x3 = 6

	Df associated with error term/residuals:
	N-(kex–1)-(kdrug–1)-(kex–1)-(kdrug–1)-1 = 132 

	Total Df:
	N – 1 = 144 – 1 = 143



(b) No. A significant F-test associated with the drug factor variable only indicates that there are significant differences between at least two of the four drug groups that are part of this factor, but without further pairwise comparison testing, we don’t know which group differs from which.
(c) We know there is a significant interaction effect, but without the mean outcomes for the comparison groups, we cannot know which direction the interaction takes.
(d) Error SS = 588 (=840 x 0.7).  

Chapter 13:
1. If one knows the pre-test scores, one can compare the average within-subject change in the intervention group to the within-subject change in the control group. Such tests are more efficient, i.e., require smaller samples, than post-test only comparisons, because remaining individual differences at baseline or pre-test between the comparison groups after random assignment can be controlled for.


Chapter 15:
1. 
	   time1
	   time2
	time1-4.5
	time2-4.5
	Cross-product
	time1
squared difference
	time2
squared difference
	Pearson’s r
For t1-t2 rankings

	1
	1
	-3.5
	-3.5
	12.25
	12.25
	12.25
	

	3
	3
	-1.5
	-1.5
	  2.25
	  2.25
	  2.25
	

	6
	4
	1.5
	-0.5
	-0.75
	  2.25
	  0.25
	

	8
	7
	3.5
	2.5
	 8.75
	12.25
	  6.25
	

	5
	5
	0.5
	0.5
	 0.25
	  0.25
	  0.25
	

	7
	8
	2.5
	3.5
	 8.75
	  6.25
	12.25
	

	4
	6
	-0.5
	1.5
	-0.75
	  0.25
	  2.25
	

	2
	2
	-2.5
	-2.5
	 6.25
	  6.25
	  6.25
	

	
Sum: 36

Mean: 4.5
	
Sum: 36

Mean: 4.5
	
	
	
Sum: 37
	Sum: 42
Variance:
42/(8-1)=
6
Standard Deviation:
2.449
	Sum: 42 
Variance:
42/(8-1)=
6
Standard Deviation:
2.449
	r = Sum(crossproduct)/
(n-1) x STD1 * STD2 =

37/(7*2.449*2.449) =

0.881




4. The Kruskal-Wallis test would be preferable, if the distributional assumptions of ANOVA cannot be met at all: extreme outliers and small samples.

5. The likely reason is a curvilinear relationship.
  
Chapter 16:

2. The only way that the odds-ratio equals 1 is that p1 = p2. A little algebra shows this:
OR = (p1/(1-p1)/p2/(1-p2) = 1 | multiply by p2/(1-p2)  
· p1/(1-p1) = p2/(1-p2) | multiply by (1-p1) and (1-p2)  
· p1(1-p2) = p2(1-p1) | dissolve the brackets by multiplying
· p1 – p1p2 = p2 – p1p2 | add p1p2 on both sides
· p1 = p2 
If p1 = p2, then RR = p1/p2 = 1.

4. No. Since the risk of falling in home B = 0.1, it risk of falling in home A = 0.1 x 3 = 0.3, 
since RR = pA/pB = 0.3/0.1 = 3. Thus, the OR must be equal to: OR = 0.3/(1-0.3)/0.1/(1-0.1) = (0.3/0.7)/(0.1/0.9) = (0.3 x 0.9)/(0.7 x 0.1) = 0.27/0.07 = 3.86 < 4.

6. (a) Home B: 30/120 =  0.25; Home A 10/100 =  0.1; => RR = 0.25/0.1 = 2.5.
(b) OR =  (0.25/0.75)/(0.1/0.9) = 3.
(c) OR = (0.25/0.75)/(0.1/0.9) => (0.25 x 0.9)/(0.75 x 0.1) => (0.25/0.1)x(0.9/0.75) 
=> RR x (0.9/0.75); since 0.9/0.75 = 1.2, the OR is 1.2 times (or 20%) larger than the RR.
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